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Decision/action requested

Discuss and approve the text proposal.
2
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3
Rationale

The following Editor's Note is described in clause 5.1.1 in TS 28.531[2]:
Editor’s NOTE: NSMF or NSSMF interacts with TN manager is FFS, NSMF or NSSMF interacts with TN manager directly or through other management system is FFS, so the TN related description in this usecase needs revisiting according to the architecture discussion.
This contribution propose to address these the issue: NSMF or NSSMF interacts with TN manager directly or through other management system?
· 3.1 In BBF SD-406 [5], TN Manager is described as follows:
/***********Extracted from SD-406 [5]*******************/

6.3 Service & Network Slice Management: Functions & Interfaces

Network slicing may concentrate on the fixed network side, in where all related processes are handled by e.g. the BBF MSBN, or it can be initiated by the 3GPP mobile network, which relies on, e.g. the BBF MSBN, for the underlying transport network or both in case of FMC network slicing. The network slicing process consists of two phases, the service management and the network slice management as illustrated in Fig.3 that contains the following main functional entities:

· Communications Service Management Function (CSMF) is responsible for receiving a slice request from 3rd parties and verticals and translating the communication service related requirements to network slice related requirements

· Network Slice Management Function (NSMF) takes care of the slice life-cycle management of the network slice instance concentrating on the RAN and core networks. The related phases include slice preparation, instantiation, configuration and activation, run-time and decommission. In addition, it interacts with the transport network relaying the slice requirements from the mobile network side.

· Access Network Slice Management (ANSM) takes care of the slice life-cycle management of the access network slice sub-instance and corresponds with the network slice management function.

· Core Network Slice Management (CNSM) takes care of the slice life-cycle management of the core network slice sub-instance and corresponds with the network slice management function.

· Transport Network Slice Management (TNSM) takes care of the slice life-cycle management of the transport network slice sub-instance and it provides the capability exposure of the transport network to the 3GPP mobile network, i.e. towards the network slice management function, while it also provides the mapping of the 3GPP mobile network requirements to the corresponding transport network.

[image: image1.png]1

Communications Service
Management Function

X

Network Slice Management Function

W s 1

Access Network: Transport Network Core Network
Slice Management || Slice Management | | Slice Management





Fig.3: Overview of the service management and network slice control architecture
In addition, the network slice process relies on an interface between the 3GPP network slice management function and transport network slice management, besides the interfaces already described in [6]. The Mobile-Transport Network Slice Interface (MTNSI) deals with the transport network exposure towards the network slice management function of the 3GPP mobile network. The capabilities exposure may include a number of parameters such as latency, delay variation, loss ratio, max bit rate, min bit rate, etc. to mention a few (with being an exhaustive list of parameters). It also carries out the network slice mapping procedures from the 3GPP mobile network towards the transport network.
/***********Extracted from SD-406 [5]*******************/

[Analysis#1]As mentioned above, Transport Network Slice Management (TNSM) is responsible for slice life-cycle management of the transport network slice sub-instance. Mobile-Transport Network Slice Interface (MTNSI) deals with the transport network exposure towards the network slice management function of the 3GPP mobile network.
· 3.2 In ETSI NFV IFA022 [4], WIM is introduced as follows:
6.2.1
Existing concept of WIM and Network Controller
In [NFVMAN001] a WAN Infrastructure Manager (WIM) component and a network controller were introduced with a very high level definition that has already been summarised in clause 4.1. In case of WIM, it is considered as a particular example of a specialized VIM.  WIM manages network resources across multiple NFVI-POPs, usually within one operator's Infrastructure Domain. WIM is typically used to establish connectivity between different NFVI-PoPs, or between a PNF that are externally located at the operator's Infrastructure Domain and a NFVI-PoP. In contrast to WIM, a VIM manages network resource as well as NFVI compute and storage resources within the domain of a single -NFVI-PoP. 
With regards to the Network Controller, it is described as follows in clause 5.6.2 in [NFVMAN001]:

“Network Controllers may form a hierarchy in a client/server relationship where each "server" Network Controller exposes an interface to request connectivity services, i.e. virtual networks, to its clients. At the lowest layer, Network Controllers have visibility into the devices they control directly. At the highest layer, Network Controllers provide connectivity services to an application and provide abstraction of the underlying resources. Each layer in the hierarchy provides a different level of abstraction and may establish connectivity services by configuring the forwarding tables of the Network Functions within its domain directly or by requesting connectivity from "server" Network Controllers or a combination of both”.
From NFVO perspective, different level of abstraction from different layers and interfaces with network controllers for multiple domains may cause complex interactions. WIM, therefore, is considered as a component to hide the diversity. So WIM supports a variety of southbound interfaces towards the Network Controllers in order to fulfil WAN resource requirements, but the implementation of WAN and its southbound interface(s) is out of scope in IFA022. However, in the context of IFA022, the northbound interface(s) exposed by WIMs towards the NFVO are in-scope of IFA022.
During the analysis of the use cases in clause 5 some gaps have been found between WIM and VIM, which will be highlighted in order to derive the requirements that will help define the necessary north-bound interface(s).
/***********Extracted from ETSI IFA 022[4]*******************/

6.2.3
Analysis about WIM role in multi-site connectivity

A non-exhaustive set of functions performed by WIM in the context of providing multi-site connectivity is provided below. 
· Virtualised Network Resources Management for WAN resources (e.g. allocate, query, update, terminate). WIM can rely on the Network Controller for the fulfilment procedures.
· Virtualised Network Resources Reservation Management for WAN resources (e.g. create, query, update, terminate). WIM can rely on the Network Controller for the fulfilment procedures.
· Virtualised Network Resources Capacity Management for WAN resources (e.g. subscribe, notify, query)
· Virtualised Network Resources Information Management for WAN resources (e.g. subscribe, notify, query)
· Virtualised Resources Performance Management for WAN resources (e.g. subscribe, notify, get for performance information)

· Virtualised Resources Fault Management for WAN resources (e.g. create, delete, query, subscribe, notify for fault information)

The above listed functionalities may be exposed by means of interfaces defined in [NFVIFA005] and consumed by other NFV-MANO functional blocks.

…..
6.3.2 Architecture option #A: WIM integration as specialised VIM
In this option, Or-Wi reference point between NFVO and WIM as subset of Or-Vi is specified to manage WAN connectivity as shown in Figure 6.3.2-1. The WIM function block is responsible for the management of virtualised network resources of WAN for NFV services that extends across multiple NFVI-PoPs.
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Figure 6.3.2-1 Managing WIM function blocks using Or-Wi reference point 
Table 6.3.2-1 lists the descriptors specified in NFV-MANO stage 2 specifications, and maps them to the descriptors for this option.
……
6.3.3 Architecture option #B: Managing WIM functionality of OSS/BSS with Os-Ma-nfvo reference points
The Os-Ma-nfvo reference point needs to be enhanced to manage the newly required WAN management functions, as shown in Figure 6.3.3-1. The NFV-MANO doesn’t have responsibility for the management of the virtualised network resources inside the WAN. Instead the NFVO can requests the management of virtualised network resource of WAN for NFV services with OSS/BSS that span across multiple NFVI-PoPs. If WAN connectivity is pre-provisioned (refer to clause 6.3.1), the NFVO can be provided information about the relevant connectivity that spans across the multiple NFVI-PoPs.
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Figure 6.3.3-1 Managing WIM function blocks using Os-Ma-nfvo reference point 
Table 6.3.3-1 lists the descriptors specified in NFV-MANO stage 2 specifications, and maps them to the descriptors applied for this option.
/***********Extracted from ETSI IFA 022[4]*******************/

[Analysis#2]As mentioned above, WIM is responsible for virtualized resource management for transport network. WIM can be integrated as specialised VIM or Managing WIM functionality of OSS/BSS with Os-Ma-nfvo reference points.
3.3 Analysis

As mentioned, two options for coordination with TN Manager.

- Option#1 NSMF/NSSMF interact with TN Manager directly.
NSMF/NSSMF derives the TN related requirements (e.g. latency, bandwidth) from the network slice (subnet) related requirements, NSMF/NSSMF sends the TN related requirements to corresponding TN Manager through Interface A (i.e. MTNSI defined in BBF SD-406[5]) to handling the TN part.

In this Option, TN Manager can refer to Transport Network Slice Management (TNSM) defined in BBF SD-406 [5]. Interface A refers to Mobile-Transport Network Slice Interface (MTNSI) defined in BBF SD-406 [5].
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- Option#2 NSMF/NSSMF interact with TN Manager though MANO
NSMF/NSSMF derives the TN related requirements (e.g. latency, bandwidth) from the network slice (subnet) related requirements, NSMF/NSSMF sends the TN related requirements to MANO through Interface B, MANO sends the TN related requirements to TN Manager through Interface C to handle the TN related requirements. This option is described in [4].
This Option, Interface B is referes to Os-Ma-nfvo described ETSI IFA022 [4], Interface C is not defined.
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Four TN coordination related scenarios:
Scenario#1: Both 3GPP Node and TN Node do not contain virtualized resources;
Scenario#2: 3GPP Node contains virtualized resource, TN Node doesn't contain virtualized resources;
Scenario#3: 3GPP Node doesn't contain virtualized resource, TN node contains virtualized resouce;

Scenario#4: 3GPP Node contains virtualized resource, TN node contains virtualized resouce;

It is proposed to discuss the relationship of scenarioes and options:
For scenario#1 and scenario#2, option#1 can be applicable.
For scenario#3 and scenario#4, both option#1 and option#2 can be applicable.
This contribution proposes to add TN coordination description in Annex and update the Editor's Note.
4
Detailed proposal

It is proposed to make the following changes to draft TS 28.532 [3].
	Start


Annex A
Description of coordination with TN manager (informative):

A.1
General

This clause describes the coordination with TN manager.
· Option#1 NSMF/NSSMF interact with TN Manager directly.

NSMF/NSSMF derives the TN related requirements (e.g. latency, bandwidth) from the network slice (subnet) related requirements, NSMF/NSSMF sends the TN related requirements to corresponding TN Manager through Interface A to handling the TN part.

In this Option, TN Manager can refer to Transport Network Slice Management (TNSM) defined in BBF SD-406 [5]. Interface A refers to Mobile-Transport Network Slice Interface (MTNSI) defined in BBF SD-406 [5].
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Figure A.1-1 NSMF/NSSMF interace with TN Manager directly
· Option#2 NSMF/NSSMF interact with TN Manager though MANO
NSMF/NSSMF derives the TN related requirements (e.g. latency, bandwidth) from the network slice (subnet) related requirements, NSMF/NSSMF sends the TN related requirements to MANO through Interface B, MANO sends the TN related requirements to TN Manager through Interface C to handle the TN related requirements. This option is described in ETSI NFV IFA022 [Y].

In this Option, Interface B refers to Os-Ma-nfvo described ETSI NFV IFA022 [Y].
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Figure A.1-1 NSMF/NSSMF interace with TN Manager through MANO
TN coordination related scenarios are illustrated as follows:

Scenario#1: Both 3GPP Node and TN Node do not contain virtualized resource;
Scenario#2: 3GPP Node contains virtualized resource, TN Node doesn't contains virtualized resource;

Scenario#3: 3GPP Node doesn't contain virtualized resource, TN node contains virtualized resouce;

Scenario#4: 3GPP Node contains virtualized resource, TN node contains virtualized resouce;

For scenario#1 and scenario#2, option 1 can be applicable.
For scenario#3 and scenario#4, both option1 and option 2 can be applicable.
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5.1.1
Network Slice instance creation
	Use case stage
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	To create a new network slice instance or use existing network slice instance to satisfy the network slice related requirements.
	

	Actors and Roles
	NSMF manages the network slice instance
NSSMF manages the network slice subnet instance
TN Manager manages transport network
	

	Telecom resources
	Network slice instance
Network slice subnet instance
Transport network
	

	Assumptions
	N/A

	

	Pre-conditions
	NST has been already on-boarded and available in NSMF.
	

	Begins when 
	NSMF receives the network slice related requirements, the information indicating whether the requested NSI could be shared may be included in the network slice related requirements.
	

	Step 1 (M)
	If there is information indicating the requested NSI can be shared and if an existing available NSI can be used, NSMF decides to use the existing NSI.
Modification of the existing NSI may be needed to satisfy the network slice related requirements. Use case is completed go to “Ends when”.
Otherwise, NSMF trigger to create a new NSI, the following steps are needed to create a new NSI. 
	

	Step 2 (M)
	NSMF derives network slice subnet related requirements and transport network related requirements (e.g. latency, bandwidth) from network slice related requirements. 
	

	Step 3 (M)
	For each network slice subnet related requirements, NSMF sends network slice subnet related requirements to NSSMF to request a NSSI.
	Network slice subnet creation use case

	Step 4 (M)
	NSMF receives the information of NSSI(s) (e.g. NSSI Id, service access point information of NSSI, external connection point information of NSSI).
	

	Step 5 (M)
	NSMF sends the transport network related requirements (e.g. external connection point, latency and bandwidth) to TN Manager.
	

	Step 6 (M)
	NSMF receives the response from TN Manager.
	

	Step 7 (M)
	NSMF associates the NSSI(s) with the corresponding NSI and triggers to establish the relationship between service access points of NSSI(s). 
	

	Ends when 
	All the steps identified above are successfully completed.
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	An NSI is ready to satisfy the network slice related requirements.
	

	Traceability 
	REQ-NSM_NSSMF-FUN-1, REQ-NSM_NSSMF-FUN-2, REQ-NSM_NSMF-FUN-3, REQ-NSM_NSMF-FUN-4.
	


Editor’s NOTE: NSMF or NSSMF interacts with TN manager is FFS, so the TN related description in this usecase needs revisiting according to the architecture discussion.
Note: NSMF or NSSMF can interact with TN manager (i.e. TNSM [X]) directly or through other management system (i.e. MANO).
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